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Abstract. Human action recognition using 3D skeletal data has become
popular topic with the emergence of the cost-effective depth sensors, such
as Microsoft Kinect. However, noisy joint position and speed variation
between actors make action recognition from 3D joint positions diffi-
cult. To address these problems, this paper proposes a novel framework,
called Enhanced Sequence Matching (ESM), to align and compare action
sequences. Inspired by DNA sequence alignment method used in bioin-
formatics, we model the new scoring function to measure the similarity
between two action sequences with noise. We construct action sequence
from a set of elementary Moving Poses (eMP) built from affinity prop-
agation. By using affinity propagation, eMP set is built automatically,
in other words, it determines the number of eMPs itself. The proposed
framework outperforms the state-of-the-art on UTKinect action dataset
and MSRC-12 gesture dataset and achieves comparable performance to
the state-of-the-art on MSR action 3D dataset. Moreover, experimental
results show that our method is very intuitive and robust to noise and
temporal variation.

1 Introduction

Human action recognition has been an important area in computer vision due
to its wide range of applications such as surveillance systems, human-computer
interactions, and video analysis. While many existing recognition approaches
achieve good results, recognizing human action from the RGB video still remains
a challenging problem because it cannot fully capture the 3D human motion and
is highly sensitive to illumination change or background clutter.

The recent introduction of the cost-effective depth sensors alleviates these
problems. Specifically, 3D human skeletal data extracted from depth video en-
riches the motion information and is insensitive to the illumination change or
background clutter. Estimating the skeletal joint positions from a single depth
image [1] stimulates a renewed interest in skeleton-based action recognition.

In skeleton-based approaches, human action is considered as a temporal evo-
lution of joint configurations and the position of each joint is considered as func-
tion of time. Therefore, modeling joint configurations and temporal evolution
of actions are important tasks. However, estimated joint positions often have
flipped noise in short-duration (usually less than 1 second) because of the noisy
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Fig. 1. Two example action sequences in the stand up action class of UTKinect action
dataset. In both sequences, same-colored dashed box represents the same phase of the
action and orange-colored box indicates that the noisy joint positions exist (in the
left arm). As we can see, there are severe action speed variation and noisy poses even
though both actors perform the same action.

property of depth data. Moreover, modeling temporal evolution of actions with
this unstable joint positions is a difficult task. Fig. 1 shows an example of two
action sequences in the same action class but have different action speed and
noisy joint positions.

In this paper, to address these problems, we propose a new framework for
human action recognition with 3D skeletal data which is called Enhanced Se-
quence Matching (ESM). Inspired by DNA sequence alignment approach used
in bioinformatics [2–5], we construct action sequence from a set of elementary
Moving Poses (eMPs) and match two sequences using a new scoring function. In
DNA sequence alignment, if two sequences of DNA share a common ancestor,
mismatches can be interpreted as point mutations and gaps as indels. Likewise,
we consider human actions as a sequence of eMPs and assume that if two action
sequences come from the same action class, mismatching eMPs in short-duration
can be considered as a noise and should not influence the recognition result. To
deal with such short-duration mismatch (mutation or gap in DNA sequence),
we apply the affine gap penalty to our scoring function. Moreover, we construct
the set of eMPs automatically by using affinity propagation [6]. Experimental
results show the effectiveness of our approach, achieving the best results on
UTKinect dataset and MSRC-12 gesture dataset and comparable results to the
state-of-the-art on MSR action 3D dataset.

This paper is organized as follows. Section 2 reviews the related work. Our
action recognition framework, elementary Moving Pose construction and En-
hanced Sequence Matching (ESM), is explained in Section 3. Section 4 shows
experimental results. Conclusion is in section 5.

2 Related Work

In this section, we briefly review various skeleton-based human action recognition
approaches and modeling temporal evolution of human actions.
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Human action recognition using 3D skeletal data has been an active area of
research for the past few years. Wang et al. [7] select an informative subset of
joints as an actionlet and classifies actions using ensemble of actionlet. Their
actionlet is robust to noise occurring in uninformative joints and to intra-class
variation. Xia et al. [8] represent human poses as a histogram of joint locations in
spherical coordinate for view-invariance. Zanfir et al. [9] propose a new descriptor
for 3D skeletal data named as Moving Pose (MP) descriptor which includes
both pose information and differential (speed and acceleration) information. MP
descriptor is invariant to scale change and absolute speed of actions. Wang et
al. [10] group the joints into five body parts and uses data mining to obtain a
spatial-temporal configurations of human actions. As the first step, they improve
the method that estimates human joint locations to reduce errors that comes
from wrongly estimated joint positions. Luo et al. [11] construct a dictionary of
poses with group sparsity and geometry constraints. By adding these constraints,
learned dictionary is robust to noise and large intra-class variations. As we can
see, most of skeleton-based action recognition approaches mainly focus on dealing
with noise and intra-class variation such as action speed change. Our method
also considers the noise and speed variation by transforming an action sequence
into refined action sequence and using a novel sequence matching method.

There have been many approaches for modeling temporal evolution of ac-
tions. The simplest method is using temporal pyramid [11, 7]. Luo et al. [11]
divide an action sequence into 3 levels with each level containing 1, 2, 4 seg-
ments. Then histograms of sparse coefficients are generated from each segment
by max pooling and concatenated to form the representation of the action se-
quence. Wang et al. [7] use Fourier temporal pyramid as a representation of
temporal structure. For each segment at each pyramid level, they apply short
time Fourier transform, obtain Fourier coefficients, and utilize its low-frequency
coefficients as features. Temporal pyramid approach is easy to use and can be
combined with various classification schemes such as variant of Support Vec-
tor Machine (SVM) [12, 13]. However, it only works properly when the action
sequence is well segmented.

Another methods employ generative model [14, 15]. Hidden Markov Model
(HMM) [16–18, 8] and Conditional Random Field (CRF) [19–21] are popular
models for this approach. These methods attempt to model the generative pro-
cess of actions and perform learning and inference for recognizing actions. It
produces effective representation of action because it exploits the structural
information of actions but learning generative model with limited amount of
training data is prone to overfit.

The most similar model to our approach is temporal warping [22–25]. Dy-
namic Time Warping (DTW) is the most popular model for temporal warping.
Veeraraghavan and Roy-chowdhury [22] compute a nominal activity trajectory
for each action category using DTW. Müller and Röder [23] use DTW for match-
ing the 3D joint positions to a motion template. Wang and Wu [25] unify DTW
and SVM using Maximum Margin Temporal Warping (MMTW). The fundamen-
tal purpose of DTW is to align action sequences and to find the best warping
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Fig. 2. Flow chart of the proposed system.

path between two sequences. Because it focuses on measuring similarity between
individual elements, it suffers severely from noisy elements in the sequence which
occurs frequently in the skeletal data.

Our method mainly focus on matching sequences including noisy elements
for the classification rather than finding optimal warping path. Therefore our
method considers matching with the gap rather than matching with the noisy
element in comparing sequences. Fig. 2 shows the entire system of our method.

3 Proposed Method

3.1 Feature Extraction

We use Moving Pose(MP) descriptor [9] as a feature of each frame. The position
of joint j at frame t is defined by pj(t) = (pjx(t), pjy(t), pjz(t)), where j ∈ {1, ..., J}
and J is the number of joints. At frame t, the human pose p(t) is represented as

p(t) = {pj(t)|j ∈ {1, ..., J}} ∈ RJ×3 , (1)

namely, the concatenation of all joints’ positions.
We normalize p(t) like [9]. First we compute the expected length of skeleton

limbs from the training data, and modify each joint’s location so that all subjects
have the same limb length. After that, we subtract the position of hip center
from each joint position in order that the human pose is invariant to locations.

Before computing the MP descriptor, we apply the 5-tap 1D Gaussian filter(σ =
1) to each coordinate of the normalized pose along the temporal axis. Given the
normalized and filtered pose p̃(t), the MP descriptor P (t) is defined as

P (t) = (p̃(t), αp̃′(t), βp̃′′(t)) ∈ RJ×3×3 , (2)
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Fig. 3. Example of elementary Moving Poses of Walk, Sit down, and Throw action
classes in the UTKinect action dataset. Note that we only plot the positional part of
MP descriptor not the two derivatives.

where p̃′(t) = p̃(t+1)−p̃(t−1) and p̃′′(t) = p̃(t+2)+p̃(t−2)−2p̃(t) are the first
and second order derivatives of p̃(t) respectively. p̃′(t) and p̃′′(t) are normalized
so that they have unit-norm. α and β are the parameters that weight the relative
importance of the two derivatives. The MP descriptor is a good feature for action
classification because it captures both the static pose information and the joint
kinematics at a given time.

3.2 Elementary Moving Pose (eMP)

We denote the training dataset by D = {(X1, Y1), (X2, Y2), ..., (XN , YN )} where
Xn = {Pn(t)|t = 1, ..., Tn} is the n-th action sequence and Tn is its total frame
number. Yn ∈ Y is the action category label of n-th action sequence and Y is
the set of action categories in the training dataset D.

Let the set of entire MP descriptors in D is P = {Pi|i = 1, ..., ND} and
its corresponding action category label set is {yi|i = 1, ..., ND} where ND =∑N

n=1 Tn is the total number of MP descriptors in the training setD. We compute
the class-confidence value V (Pi) of Pi which is defined as

V (Pi) =
κyi

κ
, (3)

where κ is the number of nearest MP descriptors which is defined by user and
κyi

is the number of MP descriptors that have the same action category label
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as Pi [9]. Large class-confidence value V (Pi) means that Pi strongly belongs to
its class yi and consequently Pi has discriminative power. By thresholding class-
confidence value, we exclude MP descriptors that have low discriminative power.
Then the candidate of eMP is defined as

P̃ = {Pi|V (Pi) > τ(yi)} , (4)

where the τ(yi) is a class-specific threshold.
To construct the eMP set, we use affinity propagation [6] which clusters

features by selecting representative features as exemplars (cluster centers). The
input of affinity propagation is a NP̃ × NP̃ affinity matrix S, where NP̃ is the

number of MP descriptors in P̃. S is defined as

S(i, k) = −‖Pi − Pk‖2, ∀i 6= k (5)

S(k, k) = V (Pk)− ν, (6)

where ν is a parameter which controls the number of exemplars. Each off-
diagonal element of S encodes affinity between two MP descriptors and the k-th
diagonal elements give preference for choosing the k-th MP descriptor as an ex-
emplar. Equ. (6) means that the MP descriptor with large class confidence value
is more likely to be chosen as an exemplar. Then, the selected MP descriptors
have both representativeness as well as the discriminative power.

After the matrix S is computed, then the affinity propagation method itera-
tively updates the responsibility r(i, k) and availability a(i, k) of all pairs of data
[6]. The output of affinity propagation is a set of exemplars E denoted by

E = {Pi|r(i, i) > 0} , (7)

where r(i, i) is the self-responsibility of Pi. The main advantage of affinity prop-
agation is that we do not need to specify the number of exemplars and we
can assign the potential for selecting as an exemplar to each Pi. We call each
exemplar as an elementary Moving Pose (eMP). Fig. 3 shows the example of
constructed eMP. As we can see, the constructed eMP is representative of each
action class and discriminative between different action classes.

Then we can rewrite E as

I = {I(m)|m = 1, ..., NI} , (8)

where I(m) is the m-th eMP(exemplar) and NI is the number of eMPs. In the
next subsection, we transform the action sequence into refined action sequence
using I.

3.3 Refined Action Sequence

Given an action sequence X = {P (t)|t = 1, ..., T}, we can transform X into
refined action sequence RX using I. For each frame t, the distances between
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P (t) and I(m) (m = 1, ..., NI) are computed and the closest eMP is matched to
the P (t). We denote the index of matched eMP as

M(P (t)) = min
m
‖P (t)− I(m)‖2 . (9)

If the closest distance is larger than a pre-defined threshold ρ, then we con-
sider P (t) as a noisy frame because there is no similar eMP in the learned eMP
set I. In this case, we exclude the matched eMP from the refined action sequence.

M(P (t)) = 0, if ‖P (t)− I(m)‖2 > ρ, ∀m ∈ {1, ..., NI} . (10)

Then the refined action sequence of X is represented as R̃X .

R̃X = {M(P (t))|M(P (t)) 6= 0, t = 1..., T} . (11)

To make the refined action sequence compact, if the same eMP is matched
continuously, then we merge those frames into one element. Then the final refined
action sequence becomes

RX = U(R̃X) , (12)

where the function U(·) merges the continuous same value into one value. For
example, U({5, 5, 5, 1, 7, 8, 8}) = {5, 1, 7, 8}.

3.4 Enhanced Sequence Matching (ESM)

Before explaining ESM, we mention about the DTW and traditional sequence
alignment (SA) method.

Given the two action sequences X1 and X2, the cost of DTW is computed as

FDTW (i, j) = D(P1(i), P2(j)) + min

FDTW (i− 1, j − 1)
FDTW (i− 1, j)
FDTW (i, j − 1)

, (13)

where P1(i) and P2(j) are MP descriptors of X1 at frame i and X2 at frame
j respectively. D(P1(i), P2(j)) is a matching cost and the Euclidean distance is
used in general. Even though DTW is very effective method for aligning two
sequences, the matching cost always increase except that P1(i) and P2(j) are
same. In other words, when noisy MP exists in the sequence, the cost will grow
rapidly because the matching cost with noisy MP is usually large. It would
degrade the classification performance.

SA [3, 4] used in bioinformatics computes the alignment score as

FSA(i, j) = max

FSA(i− 1, j − 1) +H(RX1[i], RX2[j])
FSA(i− 1, j)− ζ
FSA(i, j − 1)− ζ

, (14)

where ζ is a gap penalty parameter and RX1[i] and RX2[j] are the i-th el-
ement of refined action sequence RX1 and j-th element of RX2 respectively.
H(RX1[i], RX2[j]) is the matching score written as

H(RX1[i], RX2[j]) =

{
ω if RX1[i] = RX2[j]
δ if RX1[i] 6= RX2[j]

, (15)
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where the parameter ω > 0 is a matching reward and δ < 0 is a mismatching cost.
As we can see in Equ. (14), SA considers matching each element in a sequence
with both an element in another sequence and gap. However, SA gives the same
matching score or mismatching cost regardless of similarity between I(RX1[i])
and I(RX2[j]). SA also gives the same gap penalty without regard to the length
of matching with gap.

Our proposed method, named as Enhanced Sequence Matching (ESM), com-
putes the alignment score as

FESM (i, j) = max

FESM (i− 1, j − 1) + S(RX1[i]), RX2[j])
maxk=0,...,i−1 FESM (k, j)− γ(|j − k|)
maxk=0,...,j−1 FESM (i, k)− γ(|i− k|)

, (16)

where S(RX1[i], RX2[j]) is a matching score and γ(n) is an affine gap function
[5] that enables our method to model the desired property for skeleton-based
action recognition. The matching score S(RX1[i], RX2[j]) is defined as

S(RX1[i], RX2[j]) = λ∗Sapp(I(RX1[i]), I(RX2[j]))+(1−λ)∗Shist(RX1[i], RX2[j]) ,
(17)

where λ is a parameter that controls the weights of the two similarity functions.
Sapp(I(RX1[i]), I(RX2[j])) is the appearance similarity defined as

Sapp(I(RX1[i]), I(RX2[j])) = φ
(
‖I(RX1[i])− I(RX2[j])‖2

)
, (18)

where φ(·) is a sigmoid-like function defined as φ(x) = 1
x+1/2 − 1 and the class-

distribution similarity, Shist(RX1[i], RX2[j]), is defined as

Shist(RX1[i], RX2[j]) = φ
(
‖h(RX1[i])− h(RX2[j])‖2

)
, (19)

where h(RX1[i]) is the class-distribution of RX1[i]-th eMP which is computed
from the training dataset. The b-th bin of h(RX1[i]) is defined as

hb(RX1[i]) =
1

N

∑
n:Yn=b

Tn∑
t=1

δ(RX1[i], RXn[t]) , (20)

whereN is the number of total eMPs of refined action sequence in the training set
and δ(m1,m2) = 1 if m1 = m2 and 0 otherwise. By considering class distribution
of each eMP, we can additionally give more weight to the eMP that frequently
occurs in the specific action class.

The affine gap function γ(n) is defined as

γ(n) = max[(n− 1) ∗ η − θ, 0] , (21)

where η and θ are affine-cost and gap-cost parameter respectively. By using the
affine gap function, we can ignore the matching with gap up to θ/η+ 1 elements
for computing matching score because this gap-matching is down to noise. But
we impose a gap penalty to matching with gap more than θ/η+1 elements since
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Fig. 4. Example of affine gap function when η = 1
2

and θ = 1. In this case, as we can
see, we ignore the matching with gap up to 3 elements.

this gap-matching is thought to be caused by different action classes. Fig. 4 shows
an example of affine gap function. This property is desirable for action sequence
matching with noise, especially using 3D skeleton data for action classification.
Moreover, our sequence matching approach is very intuitive and natural then
other temporal modeling such as temporal pyramid. In the next section, we
show that the effectiveness of our framework.

4 Experimental Results

We use MSR action 3D dataset [18], UTKinect action dataset [8], and MSRC-12
gesture dataset [26] to evaluate our proposed action classification framework.

In all datasets, there are J = 20 joints (head, shoulder center, shoulder
left/right, elbow left/right, wrist left/right, hand left/right, spine, hip center,
hip left/right, knee left/right, ankle left/right, foot left/right) to represent the
human pose. For MP descriptor, we set α = 0.75 and β = 0.6 which is the same
as [9]. In the following experiments, unless specified, we use κ = 50, λ = 0.7, and
θ = 1. ν in Equ. (6) is determined so that the average number of eMPs for each
action class is around 50. For classification, we use the nearest-neighbor scheme.
The matching score of two refined action sequences is defined by the maximum
value of FESM (i, j) in Equ. (16).

4.1 Datasets

MSR Action 3D Dataset. MSR action 3D dataset contains 20 action classes:
high arm wave, horizontal arm wave, hammer, hand catch, forward punch, high
throw, draw x, draw tick, draw circle, hand clap, two hand wave, side-boxing,
bend, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing,
pickup & throw. Each action class is performed by 10 subjects for 2-3 times.
There are 567 videos in total. In [7], they do not use 10 videos because these
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Table 1. Performance comparison on MSR action 3D dataset.

Method Accuracy (%)

Action Graph on Bag of 3D Points [18] 74.70
Histogram of 3D Joints [8] 78.97
Actionlet Ensemble [7] 88.20
Pose-based Recognition [10] 90.22
Moving Pose(MP) [9] 91.70
Maximum Margin Temporal Warping(MMTW) [25] 92.70
Enhanced Sequence Matching (ours) 94.61
DL-GSGC [11] 96.70

Table 2. Performance Comparison on UTKinect action dataset.

Method Accuracy (%)

Skeleton Joint Features [27] 87.90
Histogram of 3D Joints [8] 90.92
Combined features with Random Forests [27] 91.90
Enhanced Sequence Matching (ours) 93.94

videos contain highly erroneous positions. For fair comparison we follow the same
procedure with [7]. For constructing eMPs, τ(·) in Equ. (4) is determined in
order that the number of candidate eMPs in each action class is around 250 and
ρ in Equ. (4) is set to 1.5. As a result of elementary Moving Pose construction,
NI = 385 eMPs are constructed on average. For the affine gap function, we set
the affine-cost η to 0.5. We use cross-subject test where the videos for half of the
subjects are used for training, and the videos of the other half of the subjects
for testing.

UTKinect Action Dataset. UTKinect action dataset contains 10 action
classes: walk, sit down, stand up, pick up, carry, throw, push, pull, wave hands,
clap hands. Each action class is performed by 10 subjects for 2 times, therefore
there are 200 videos in total. This dataset is more challenging than MSR action
3D dataset because each actor in the dataset performs actions in different views.
For that reason, we additionally normalize the human pose invariant to view-
point. Like [8], we define the center of human poses as hip center and rotate each
joint position in order that the x-axis and the vector from the left hip center
to the right hip center are parallel. For this dataset, τ(·) is determined in order
that the number of candidate eMPs in each action class is around 200 and as a
result, NI = 385 eMPs are constructed. ρ is set to 1 and η is set to 0.2. Similar to
the MSR action 3D dataset, we use cross-subject testing scheme for evaluating
performance.
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Table 3. Performance comparison on MSRC-12 iconic gesture dataset.

Method Accuracy (%)

Nonlinear Markov Models [28] 90.90
Enhanced Sequence Matching (ours) 96.76

MSRC-12 Gesture Dataset. MSRC-12 gesture dataset includes 6 iconic and
6 metaphoric gestures performed by 30 people. There are 6,244 gesture instances
in 594 videos (719,359 frames in total) in the dataset and instance separation
ground-truth is also given. We use 6 iconic gestures (crouch, put goggle, shoot
pistol, throw object, change weapon, kick) from this dataset, which amounts to
3034 instances. Because the size of this dataset is too big, we sample frames in
order that the number of frames in each instance becomes maximally 12 frames.
τ(·) is determined so that the number of candidate eMPs in each action class is
around 2, 000 and NI = 328 eMPs are constructed on average. ρ is set to 1 and
the affine-cost η is set to 0.5. For performance evaluation, we employ 5-fold leave-
person-out cross-validation as in [28]. Specifically, for each fold, instances from
24 subjects are used for training and instances from the remaining 6 subjects
are used for testing.

4.2 Comparison with the State-of-the-art

Table 1 shows the action classification accuracies of various algorithms on MSR
action 3D dataset. Our Enhanced Sequence Matching (ESM) method achieves
the accuracy of 94.61% which is comparable to the state-of-the-art accuracy
96.70% [11] and superior to other methods. Luo et al. [11] concentrate their
attention on the class-specific dictionary learning for dealing with intra-class
variation rather than the temporal evolution of action. They assume that the
action video is localized well therefore they use simply the 3-level temporal
pyramid to keep the temporal information of actions. On the other hand, we
mainly focus on the temporal evolution of action, therefore, we can handle the
weekly localized action (e.g., standing still quite a while at the start of action
video or missing a part of an action at the end of video). We expect that the
employment of the dictionary learned from [11] in our method instead of the
eMP set would improve the performance.

Table 2 and 3 shows the classification results on UTKinect action dataset
and MSRC-12 iconic gesture dataset respectively. Our ESM method achieves the
state-of-the-art accuracy of 93.94% and 96.76% on both datasets. Especially, in
MSRC-12 iconic gesture dataset, we outperform [28] by 6%.

4.3 Discussion

To show the effectiveness of our method in constructing refined action sequence
and modeling temporal evolution, we compare our framework with the two vari-
ants of DTW.
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Fig. 5. Classification results of the three datasets using ESM+eMP(our method),
DTW+eMP, and DTW+MP.

- DTW+MP: We use the traditional DTW method with the MP descriptor as
a frame-level feature. The Euclidean distance between the two MP descriptors
is used for matching cost. The result of this framework is the baseline of our
experiment.

- DTW+eMP: We use the traditional DTW method with the refined action
sequence using eMP. The minus sign of Equ. (17) is used for the matching cost.

- ESM+eMP: This is our framework. We construct the refined action se-
quence using eMP and classify each sequence by scoring our Enhanced Sequence
Matching(ESM) presented in Equ. (16).

Fig. 5 shows the comparing result on the three datasets. Both DTW and ESM
model the temporal evolution well. Comparing DTW+MP with DTW+eMP,
we can see that refined action sequence is better representation for classification
than frame-wise feature. Comparing ESM+eMP with DTW+eMP, the result
tells us that ESM is an effective sequence matching method where the noise
have potential to deteriorate performance. Example is shown in Fig. 6. Similar
action classes such as high throw and hammer suffer from noise in DTW because
the large matching cost would interrupt the classification between these similar
actions. However, ESM can ignore the cost from the short-duration noise but pe-
nalize the long-duration mismatch so that ESM classifies actions more effectively
than DTW in the case of noisy sequence matching.

5 Conclusion

In this paper, we propose a novel framework for action recognition based on
3D skeletal data. Inspired by DNA sequence alignment method used in bioinfor-
matics, we model the new sequence matching method to measure the similarity
between two action sequences. We first automatically construct the elementary
Moving Pose set by using affinity propagation and then construct refined action
sequence which is compact and noise-tempered representation for actions. By
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Fig. 6. Confusion matrix of MSR action 3D dataset (AS1). Result of ESM+eMP (left)
and result of DTW+eMP(right).

applying the affine gap function and similarity measure based on both feature
and class-distribution to sequence matching score, our method is able to han-
dle noise and action speed variation effectively. Our sequence matching scheme
is intuitive and natural and experimental results on three benchmark datasets
show that our method works well. We plan to combine part-based recognition
approach with our method and to model actions using multiple sequence align-
ment in the future.
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23. Müller, M., Röder, T.: Motion templates for automatic classification and retrieval
of motion capture data. In: Proceedings of the 2006 ACM SIGGRAPH Eurographics



Enhanced Sequence Matching for Action Recognition from 3D Skeletal Data 15

Symposium on Computer Animation. SCA ’06, Aire-la-Ville, Switzerland, Switzer-
land, Eurographics Association (2006) 137-146

24. Yao, B.Z., Zhu, S.C.: Learning deformable action templates from cluttered videos.
In: ICCV, IEEE (2009) 1507-1514

25. Wang, J.,Wu, Y.: Learning maximum margin temporal warping for action recogni-
tion. In: Computer Vision (ICCV), 2013 IEEE International Conference on. (2013)
2688-2695

26. Fothergill, S., Mentis, H., Kohli, P., Nowozin, S.: Instructing people for training
gestural interactive systems. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems. CHI ’12, New York, NY, USA, ACM (2012) 1737-
1746

27. Zhu, Y., Chen, W., Guo, G.: Fusing spatiotemporal features and joints for 3d action
recognition. In: Computer Vision and Pattern Recognition Workshops (CVPRW),
2013 IEEE Conference on. (2013) 486-491

28. Lehrmann, A.M., Gehler, P.V., Nowozin, S.: Efficient non-linear markov models
for human motion. In: IEEE Conf. on Computer Vision and Pattern Recognition
(CVPR), Columbus, Ohio, USA, IEEE (2014)


